
 
 Diyala Journal of Engineering Sciences Vol (15) No 4, 2022: 130-141 

130 

 

 

Diyala Journal of Engineering Sciences 

 

Journal homepage: https://djes.info/index.php/djes 

 

ISSN: 1999-8716 (Print); 2616-6909 (Online) 

A Data Based Method Road Surface Parameters Estimation for Anti-

Lock Braking System 

Ayad Qays Abdulkareem*, Abdulrahim Thiab Humod and Oday Ali Ahmed 

 
Department of Electrical Engineering/ University of Technology, Baghdad, Iraq. 

ARTICLE INFO ABSTRACT 

Article history: 
Received July 23, 2022 

Accepted November 5, 2022 

Accurate road surface parameter identification is considered essential for selecting the 

appropriate controlling threshold in the Anti-lock Braking System (ABS) utilized in 

modern vehicles. This paper presents a data-based method for road surface parameter 

estimation. The proposed method utilizes a pattern recognition technique that works to 

estimate the road type during braking. A detailed analysis and related comparison is 

provided for several pattern recognition techniques such as Support Vector Machine 

(SVM), K-Nearest Neighbor (KNN), and Decision Tree (DT), which were chosen 

among previously studied pattern recognition techniques. A model for the ABS system 

is implemented with MATLAB Simulink, and the required data is extracted to be 

utilized to train each model individually. After training is complete, a test has been 

applied in order to obtain the performance of each trained model. In particular, accuracy 

and sensitivity are utilized to compare the effectiveness of these models, with 96% for 

the SVM, 95.2% for the DT model, and 94% for the KNN model. Although the SVM 

classifier accuracy was better than both the KNN and DT classifiers, all classifiers 

presented a high-performance accuracy that proves the possibility of utilizing a data-

based method for road surface parameter identification that increases the reliability of 

safety systems like the ABS. 
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1. Introduction 

The Anti-Lock Braking System (ABS) is 

one of the modern ground vehicle's main factors 

for safe driving. Additionally, ABS provides an 

enhancement to vehicles security by controlling 

automatically exerted braking force in hazard 

braking like emergency braking or braking on 

wet or icy roads [1][2]. ABS works, during 

braking, to keep maneuverability, reduces 

stopping distance and prevent wheel from 

skidding. The ABS has been designed to control 

the wheel-slip (λ) to obtain the maximum 

amount of friction between the wheel tire and 

the surface of the road and, therefore, ensure 

lateral stability. 

Basically, accuracy core for ABS is the slip 

rate calculation, which takes into account two 
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main variable measurements, namely, Wheel 

angular speed (Ws) and Vehicle linear velocity 

(Vs), and is calculated as [3]. Where, the 

Electronic Control Unit (ECU), located inside 

ABS, receives the data values of both (Ws) and 

(Vs) from the respective sensors and applies 

required calculation to provide the current road-

tire slip. Then, the calculated slip is evaluated in 

accordance with the optimal slip value. Then a 

decision is made to either hold, reduce or 

terminate wheel brake pressure in order to keep 

the operation at the desired optimal slip 

value[4]. 

However, in most modern vehicles, only 

wheel speed sensors are utilized, and the ECU 

works to estimate the current vehicle speed in 

order to calculate the wheel slip [5]. The vehicle 
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speed estimation operation is related to 

Newton's second law of motion and is mainly 

based on nonlinear relationship between the 

wheel slip (λ) and the road's friction coefficient 

(μ). The 𝜇 − 𝜆 relationship is determined by 

road surface parameters that vary from one 

another[6]. 

In recent years, many researchers have 

dedicated their efforts to developing the 

performance of the ABS. N. Raesian, N. 

Khajehpour, and M. Yaghoobi (2011)[7], 

developed an intelligent fuzzy control method 

for ABS in order to reduce the wheel's tendency 

to lock-up. The tire friction model used is the 

Burckhardt model, and the desired slip value for 

all road types is considered to be 0.2. This 

assumption may be accepted by a large number 

of researchers. However, it’s still necessary to 

obtain the desired slip value for each road in 

order to obtain more efficient results. 

S. Ko, C. Song, J. Park, J. Ko, I. Yang, and 

H. Kim,(2013)[8], proposes an algorithm for 

slip control of ABS used in an in-wheel braking 

system for electric vehicles. In their method, the 

desired slip value is assumed to be fixed for all 

selected road types without defining its value. 

D. K. Yadav ,(2015), [1] proposes an 

intelligent controller to improve the ABS 

behavior. His work includes a fuzzy logic 

controller, a bang-bang controller, and a PID 

controller, and a comparison among the three 

different strategies was presented, but no 

technique for road identification was presented.  

L. Xiao, L. Hongqin, and W. 

Jianzhen,(2016),[9] presented a fuzzy logic 

controller to improve the ABS response. A 

dugoff model is used as a tire model, and this 

method has a drawback. That is, the shape of the 

friction force in the non-linear region is totally 

inaccurate since there is a consideration for 

vertical load distribution and coefficient of 

friction to be both constant within that region. 

B. L. Widjiantoro and K. Indriawati ,(2020), 

[10], introduced a fault tolerant method for 

ABS. The proposed method is observer based 

and works to tolerate the faults that may occur 

in both the actuator and the speed sensor. In their 

work, they utilized a Pacejka and Bakker tire 

model, and their results are built for only one 

road surface type, which is dry asphalt, and no 

consideration for other roads has been taken. 

In this work, a data-based technique is 

proposed to estimate the road surface 

parameters accurately. Then, the desired 

optimal slip is set for the ABS controller that 

results in an accurate control response. The 

estimation process is based on Pattern 

Recognition (PR) techniques. PR techniques are 

a type of data analysis technique that employs 

machine learning algorithms to find regularities 

and patterns in data automatically. PR has the 

ability to solve classification problems easily, 

such as fault detection or detected signal 

reorganization. Moreover, it is widely used in 

robots and in the medical field. 

In sequel, Section two presents the research 

methodology for ABS modelling and selected 

PR algorithms. Section three provide training 

and testing results are followed by discussion 

and, finally, a conclusion is presented in section 

four. 

2. Research Methodology 

This section will explain the system model 

analysis and analysis methods that are utilized 

in this work. 

2.1 Anti-lock braking system Mathematical 

Model 

The quarter car model (QCM) is widely 

utilized in the design of slip control for ABS 

[4][11][12], [13]. Figure 1. Shows the 

representation of a quarter-car. 
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Figure 1. Quarter Car Model [4] 

Which can be described by the equations; 

the dynamic equation of the rotating wheel [4]:  

𝐼 ×  𝜔 =̇ 𝑅 × 𝐹𝑥 − 𝑇𝑏                                             (1) 

𝜔 =̇
𝑅 ×𝐹𝑥−𝑇𝑏

𝐼
                                                   (2) 

Where, I is wheel moment of inertia, 𝑇𝑏  is 

the braking torque, and 𝐹𝑥  is the road-tire 

contact force, and R is the Wheel radius. 

From Newton's second law of motion, the 

vehicle linear velocity during braking is given 

by [4]: 

𝑚 × �̇� =  − 𝐹𝑥                                                            (3) 

�̇� =  
− 𝐹𝑥

𝑚
                                                            (4) 

𝑚 is the vehicle quarter mass, simple formula to 

calculate the slip ratio is [4]: 

𝜆 =  
𝑉𝑠−𝜔𝑠∗𝑅

𝑉𝑠
                                                                     (5) 

𝜆 =  
∫

− 𝐹𝑥
𝑚

 −∫((𝑅 ×𝐹_𝑥−𝑇_𝑏)/𝐼)∗𝑅

∫
− 𝐹𝑥

𝑚

                               (6) 

Based on the slip rate 𝜆 value, the ABS 

interfere the braking operation to ensure safe 

operation.  

The road friction force Fx is calculated by [4]: 

 𝐹𝑥 = 𝑚 × 𝑔 ×  𝜇(𝜆)                                      (7) 

Here, the 𝜇 is calculated based on nonlinear 

relationship between the wheel slip (λ) and the 

road's friction coefficient (μ). One of the most 

empirical models utilized to calculate the 

friction coefficient friction for some selected 

standard road surface is the Burkhardt model[6]. 

𝜇 = 𝐶1(1 −  𝑒𝐶2𝜆) − 𝐶3 𝜆                             (8) 

In this work and regarding the streets of our 

capitol city, Baghdad, three roads are selected 

among different standard roads whose 

𝐶1, 𝐶2, 𝑎𝑛𝑑 𝐶3 values are illustrated in Table 1 

below: 

Table 1: Parameters of various standard road surfaces[6] 

Surface Road C1 C2 C3 

Dry Asphalt 1.28 23.99 0.52 

Wet Asphalt 0.857 33.82 0.35 

Wet pebbles 0.4 33.71 0.12 

And the corresponding 𝜇 −  𝜆 curve is presented 

in figure 2. 

Tb m*g 

Road Surface 

Ws 

FN Fx 

Vs 

Motion 

Direction 

R, I 
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Figure 2. Burkhardt model based  𝜇 −  𝜆 Curve for selected Roads[6]

If a derivative is applied to equation 8 and 

makes it equal to zero: 

𝑑𝜇

𝑑𝜆
= −𝐶1 𝐶2 𝑒𝐶2𝜆 − 𝐶3                                  (9) 

0 = −𝐶1 𝐶2 𝑒𝐶2𝜆𝑜𝑝𝑡𝑖𝑚𝑎𝑙 − 𝐶3                              (10) 

𝐶1 𝐶2 𝑒𝐶2𝜆𝑜𝑝𝑡𝑖𝑚𝑎𝑙 = −𝐶3                               (11) 

 𝑒𝐶2𝜆𝑜𝑝𝑡𝑖𝑚𝑎𝑙 =
−𝐶3

𝐶1 𝐶2
                                        (12) 

𝐶2𝜆𝑜𝑝𝑡𝑖𝑚𝑎𝑙 = ln
𝐶1 𝐶2

𝐶3
                                     (13) 

Then the optimal slip value equation is: 

𝜆𝑜𝑝𝑡𝑖𝑚𝑎𝑙 =
1

𝐶2
ln

𝐶1 𝐶2

𝐶3
                                    (14) 

The coefficients values related to 

different selected road types of Table 1 are 

substituted within equation (14) to get the 

optimal slip value for each road surface as 

illustrated in Table 2. 
 

 

 

Table 2: The optimal slip ratio of selected standard 

road surfaces. 

Surface Road λ_optimal 

Dry Asphalt 0.17 

Wet Asphalt 0.13 

Wet pebbles 0.14 

So, once the type of road has been 

determined, the optimal slip value for that road 

should be set as the desired slip input to the ABS 

controller. 

2.2. Classifier models-based PR techniques 

Pattern recognition is one of the most 

significant and frequently searched 

characteristics or areas of artificial intelligence. 

The goal of science is to create machines that are 

as clever as people in terms of pattern 

recognition and reliable classification into the 

appropriate categories. 

A PR system model design basically 

includes: 

• Data collecting and pre-processing: 

acquisition the data from surrounding 

environment and set as input to the PR 

system. This data may be subjected to a 

pre-processing in order to remove noise 
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or extracting pattern of interest in order 

to make the input system-readable 

• Feature extraction: The appropriate 

features are extracted from the processed 

data. These features work together to 

create an identifiable or categorizable 

object. 

• Decision making: The descriptor of the 

extracted features is used to perform the 

necessary classification or recognition 

operation.  

Pattern Recognition provides the solution to 

a lot of problems that fall under the category of 

either recognition or classification, such as 

speech recognition, face recognition, 

classification of handwritten characters, medical 

diagnosis etc. Several research applications are 

based on pattern recognition [14][15][16]. The 

classification techniques used in this work are:  

2.2.1 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is 

considered an efficient discriminating 

classifiers, and it is commonly used in different 

PR activities because of its consistent and good 

outcomes. [17]. It is a well-known method for 

stable classification issues. 

The principle SVM technique is to assign a 

line or a hyperplane that breaks up the set of 

training data into defined categories, as shown 

in Figure 3. [18]. 

 

Figure 3. SVM example [18] 

2.2.2 K-Nearest Neighbor 

K-Nearest Neighbour (KNN) is an instance-

based learning technique utilized in network 

security [19], deep learning [20], face 

recognition[21], fault diagnosis [22], and Plant 

disease [23]. It is called also “lazy learning" and 

considered one of the simplest machines 

learning algorithms Where a majority of an 

object's neighbours vote to determine the 

object's classification. By other words, The 

object is placed in the class that includes its k 

nearest neighbours, where K is a small positive 

number classified  [24]. As shown in Figure 4. 

When k is set to one (K=1), then, the new 

sample is assigned to the same class of nearest 

neighbour. 

Support 

Vectors 

Best Hyper Plan 

Class 1 

Class 2 
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Figure 4. KNN example two-class classification[25]. 

2.2.3 Decision tree 

 It is a predictive model where the category 

of an object is determined by a group of binary 

rules. It can be used in either regression or 

classification applications. One of its benefits is 

that it is a nonparametric method that makes it 

simple to combine a variety of numeric or 

categorized data layers. Also, a decision tree is 

regarded as robust with regard to outliers in 

training data. Finally, it has the ability to classify 

quickly once the rules have been established 

[26]. The decision tree topology is shown in 

Figure 5. 

 

Figure 5. Decision tree structure [26]

However, applying splitting perpendicular 

to feature space axes is not always effective. 

Also, no prediction can be made beyond the 

maximum and minimum limits of the training 

data.  
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2.3 Classifier's Evaluation Metrics 

In order to evaluate the ability of the PR 

algorithm and as a comparison between 

classifier techniques and a description of some 

related terms are given below [27]: 

• True positives (TP): represent the 

sample number that the classifier model 

predicted to belong to a particular 

category, and they indeed do belong to 

that category. 

• The True Negatives (TN): represent 

sample number that the classifier model 

predicted do not belong to a particular 

category, and they indeed do not belong 

to that category. 

• False positives (FP): represent sample 

number that the classifier model 

predicted to belong to a particular 

category, but in fact, they do not belong 

to that category. 

• False negatives (FN) represent sample 

number that the classifier model 

predicted did not belong to a particular 

category, but in fact, they do belong to 

that category. 

Then, the ratio of the correct estimates to all 

estimates performed by the classifier is called 

Accuracy. While the ratio of samples that is 

predicted as a positive value of samples that are 

actually positive is called Sensitivity [27]: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
                          (15) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                   (16) 

3. System modelling and data collection 

A MATLAB Simulink is utilized to 

implement the ABS model based on QCM 

described in subsection (2.1) in order to collect 

the training required data. As shown in Figure 6.  

 

Figure 6. ABS Model Block Diagram 

During simulation, the three selected 

standard road surfaces illustrated in table 1 are 

selected one after another, and for each selected 

road surface type, the range of examined initial 

velocities is set from [50-120 km/h] with a 

stepsize of 10km/h. 

At each selected operation, four variables 

are observed: Wheel speed data (Ws), Wheel 

Speed change ration (Ws), Vehicle Speed data 
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(Vs), and Vehicle Speed change ration (Vs). 

These variables are considered the required 

features to train the classifier models. 

These extracted data is organized in a way 

that will be useful as a training data base. they  

are categorized as related to the pre-selected 

road surface and by using an appropriate 

categorization numbering system, where, 

unique class number was assigned to each one 

of the selected three roads, class 1 assigned to 

dry asphalt road type, class 2 assigned to wet 

asphalt road type and, class 3 assigned to wet 

pebbles road type. Table 3 illustrate a selected 

portion of these catogrized samples. 

 

Table 3: A selected portion of these catogrized samples 

𝑾𝒔 𝐝𝑾𝒔
𝐝𝐭

⁄  𝑽𝒔 𝐝𝑽𝒔
𝐝𝐭

⁄  𝑪𝒍𝒂𝒔𝒔 

25.9837 -5.8445 32.9345 -7.4796 1 

25.2240 -5.8441 31.9621 -7.4801 1 

15.9282 -4.0085 20.0000 -5.0514 2 

44.9934 -1.9086 56.3641 -2.4157 3 

51.5483 -3.9205 64.9551 -5.0456 2 

48.9747 -5.7639 62.0582 -7.4801 1 

14.7729 -1.9324 18.4701 -2.4168 3 

14.5410 -1.9324 18.1800 -2.4168 3 

32.2901 -3.9931 40.5465 -5.0513 2 

31.8907 -3.9945 40.0413 -5.0515 2 

4. PR-Classifiers models training and testing 

results 

The three PR classifiers (SVM, KNN, and 

NN) are trained individually using the 

previously categorized data in the MATLAB 

environment. Whereas, the SVM models were 

trained using a linear kernel function, coarse DT 

models were trained using a maximum of four 

splits, and KNN models were trained using a 

function K neighbors classifier that uses a single 

neighbor (k = 1) . 

After training process has compeleted an 

appiled test is performd in order to evaluate each 

trained model. Figures (7-a) to (7-f) illustrate the 

plots of the Confusion Matrix (CM) and True 

Positive Rate (TPR)–False Negative Rates 

(FNR) that related to the applied test for each 

one of the trained models. while the 

corresponding accuracy and sensitivity are 

shown in table (4) and Table (5), respectively. 
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(a)                                                                     (b)

 

(c)                                                                  (d)

 
(e)                                                                     (f)

Figure 7. Algorithm Training results (a) CM for KNN Classifier, (b) TPR-FNR plots for KNN Classifier, (c) CM for DT 

Classifier, (d) TPR-FNR plots for DT Classifier, (e) CM for DT Classifier, and (f) TPR-FNR plots for SVM Classifier 
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Table 4: Classifiers Training performance Results (Accuracy) 

Method Accuracy (%) 

KNN 94.0 % 

DT 95.2 % 

SVM 96.0 % 

Table 5: Classifiers Training Performance Results (Sensitivity) 

Method 
Class 1 

Dry Asphalt 

Class 2 

Wet Asphalt 

Class 3 

Wet pebbles 

KNN 93.0 % 93.7 % 95.0 % 

DT 93.1 % 95.1 % 97.0 % 

SVM 95.7 % 96.6 % 95.7 % 

According to tables (4) and (5) above, the 

KNN classifier has a high sensitivity for class 3  

and almost equal sensitivity for both class 2 and 

class 3, the overall accuracy of 94.0%. 

Meanwhile, a slightly better performance than 

KNN is presented by DT classifier with an 

overall accuracy is equal to 95.2%. where, the 

sensitivity for DT model was higher for all 

classes and lead to an overall accuracy of 95.2%. 

Finally, the SVM classifier, introdecs the 

highest accuracy of 96 % as compared to the 

kNN and DT classifier. althoutg the three 

models has some topological and working 

principles deferences. all of them presened a 

high accuracy regarding the main purpose 

requiremnet. These lead that the utilization of 

data based method is feasible for road surface 

parameter identification that improve the 

reliability and control accuracy of safety 

systems such as the ABS. 

5. Conclusion  

 In this work, a data-based method for road 

surface parameter identification was proposed 

and evaluated. The proposed method is based on 

the PR technique and evaluated for ABS utilized 

in modern ground vehicles, and the results are 

obtained for three road types only, which are dry 

asphalt, wet asphalt, and wet pebble road types. 

Three PR algorithms were chosen for the 

purpose of comparison and evaluation of the 

proposed method. The selected techniques were 

the kNN, DT, and SVM classifier algorithms. 

 After the required data has been prepared 

using the implemented QCM model, the 

MATLAB environment is used to train and test 

each selected classifier model, and the 

performance accuracy was 94.0%, 95.2%, and 

96.0% for kNN, DT, and SVM, respectively. 

Regardless of whether SVM has the highest 

accuracy, all of the selected classifiers accuracy 

results were high, confirming that the proposed 

data-based pattern recognition method is 

feasible and well suited for identifying road 

surface parameters that ensure secure ABS 

working and eliminate the need for any 

additional hardware redundancy. 
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